
  

IPv6 Implementation 

A presentation to SLUUG by David Forrest

8 February 2017

David Forrest graduated from Oregon State University with a BS in BA. 
Finance Emphasis, Physics & Mathematics.  Lifelong hobbyist in IT  from  IBM 
1401, Model 20, Model 30, Model 85, Sigma 7, XDS 7, SWTP 6800, M6809, 
8080, 80286, 80386, OS2, and on to currently running XP, CentOS6 & 7, 
Raspbian, Mint, and Chrome on various local and cloud machines.

https://stats.labs.apnic.net/v6pop   

Note: This is a large site – over 21,000 lines!

https://stats.labs.apnic.net/v6pop


  

Autonomous Systems



  

What is IPv6

The simple answer is 128 binary bits of 
internet addressing.

1111111100000000111111110000000011111111000000001111111100000000
1111111100000000111111110000000011111111000000001111111100000000

ff00:ff00:ff00:ff00:ff00:ff00:ff00:ff00

IPv4 uses 32 binary bits
11111111000000001111111100000000

ff00:ff00 (hex)
256.0.256.0 (octal)
A,B,C,Hosts (class)

  



  

What is IPv6

The 128 bits are divided into a “Prefix” of 64 bits 
used for routing,

and a “Link-Local” network of 64 bits.

The local interface is initialized to the standard
Modified EUI-64 without special configuration 



  

CDIR Prefix Allocations

2001:4978:000f:8640::/64

|||| |||| |||| ||||/64   Single End-user network 
(default prefix size for SLAAC)

● |||| |||| |||| |||/60   6rd deployments, like AT&T
● |||| |||| |||| ||/56   Minimal end sites assignments  

(size of a Class C V4 network) 8 binary bits 256
● |||| |||| ||||/48   Typical assignment for larger sites 

(size of a Class B V4 network)  256*256 
containing 65,536 routeable discrete networks 



  

Larger allocations are possible

● |||| |||| |||/44
● |||| |||| ||/40 the size of an old IPv4 Class A net
● |||| |||| |/36 possible future Local Internet 

registry extra-small allocations



  

What is IPv6

F000::/4 Unroutable – Special purposes

 ff00::/8    Multicast – Big topic for later 

 fec0::/10 Deprecated  (old site local)

 fd00::/8   Site Local – (Mine is fd82:bc70:4324::/48)

 fe80::/10 Link Local – Local MAC or whatever

::1/128  loopback address

All others are global addresses

2000::/3  Assigned global addresses Note: 2000::/3 
in binary includes 001X (and 0011 is a hex 3)



  

What is IPv6

Site local addressing: 

unroutable, like 10.0.0.0/8, 172.16.0.0/12, and 192.168.0.0/16 in IPv4. 

FEC0::/10 (deprecated)   (1111 1110 11 bin /10)  

Better to use  FD00::/8.  (1111 1101 bin /8) The next 40 bits complete the global fd00::/48 prefix and 
are randomly set. The following 16 bits are the subnet ID, which can be used for hierarchical 
addresses within an organization. As usual, the final 64 address bits are the interface ID.

http://unique-local-ipv6.com   Website generates random unique local /48 prefixes.

fd82:bc70:4324::/48         (host -6 maplepark.com 8.8.8.8 returns: 2600:3c00::f03c:91ff:fe56:7e17) 

David Forrest     Maple Park Development Corporation    http://maplepark.com

I would like to defer this topic for a possible more in depth presentation 

http://unique-local-ipv6.com/
http://maplepark.com/


  

Modified EUI-64 IPv6 



  

What is IPv6

MPDC of Kirkwood MO ↔ Paris, FR

● IPv4 speed 99.26.132.228/9 (32 bit long dynamic address)
● ISP AT&T Internet Services 
● Speed 11.5 Mbit/s

               16*1+10=26;   16*8+4=132;   16*15+4=228

● IPv6 speed 2602:306:31a8:4e40:8073:a095:3096:3d85

(128 bit long global unique address - AT&T 6rd rapid deployment)
● ISP AT&T Internet Services
● Speed 12.9 Mbit/s



  

[drf@ns1:~]$ ip a show dev br0
4: br0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1472 qdisc noqueue state UNKNOWN 
    link/ether 00:50:04:68:d5:be brd ff:ff:ff:ff:ff:ff
    inet 192.168.1.78/24 brd 192.168.1.255 scope global br0
    inet 99.178.153.41/8 brd 99.255.255.255 scope global br0
    inet 99.26.132.228/32 scope global br0
    inet6 2001:4978:f:8640::63b2:9929/128 scope global 
       valid_lft forever preferred_lft forever
    inet6 2602:306:31a8:4e40::63b2:9929/128 scope global 
       valid_lft forever preferred_lft forever
    inet6 fe80::0250:04ff:fe68:d5be/64 scope link 
       valid_lft forever preferred_lft forever
[drf@ns1:~]$ 



  

CPE Residential IPv6 Security

An interesting poll last September had many 
comments about IPv6 security in the discussion 
group ipv6-ops:

http://lists.cluenet.de/pipermail/ipv6-ops/2016-September/

World wide ASN IPv6

http://v6asns.ripe.net/v/6

http://lists.cluenet.de/pipermail/ipv6-ops/2016-September/


  

CPE Residential IPv6 Security

“Nobody with brains is going to go online and 
badmouth an ISP that supplies a CPE that has 
defaults that error on the side of 
protection-of-morons.   But they are going to 
badmouth an ISP that supplies a CPE that has 
defaults that allow morons to get easily 
broken into – because it's them who are going 
to be sucked into putting those systems back 
together.  And they are really going to 
badmouth an ISP that supplies a CPE that 
can't have it's internal firewall turned 
off.”



  

CPE Residential IPv6 Security

I'm using AT&T U-verse and it has decided to 
block all incoming connections through its 
residential 2-Wire 3800 CPE so I'm not able to 
host anything globally through them. I've set up 
cloud machines giving 24/7 100 Mbit service 
D/L at low cost and believe that's best for me.

I host locally and rsync to my cloud websites 
hourly via crontabs and maybe upon manual 
changes. Happy with it too.



  



  

UPnP

Shorewall includes support for UPnP (Universal Plug and Play) using linux-igd

(http://linux-igd.sourceforge.net). 

UPnP is required by a number of popular applications including MSN IM.

Warning

From a security architecture viewpoint, UPnP is a disaster. It assumes that:

All local systems and their users are completely trustworthy.

No local system is infected with any worm or trojan.

If either of these assumptions are not true then UPnP can be used to totally defeat your firewall and to allow incoming connections 
to arbitrary local systems on any port whatsoever. In short: USE UPnP AT YOUR OWN RISK.

Important
Shorewall and linux-igd implement a UPnP Internet Gateway Device. It will not allow clients on one LAN subnet to access a UPnP Media Server on another subnet.

http://linux-igd.sourceforge.net/


  



  

Network Address Translation

NAT or Natting is used in IPv4 (PnP, VPNs etc)  
to add additional host addressing as required 
for unique situations. Not needed/used in IPv6 
as the routing occurs in the prefix. It's often 
thought as a security enhancement but requires 
local routing adjustments by who? IPv6 allows 
end-to-end interface routing with administrative 
control of the prefix.

In my opinion, NAT is a hack; IPv6 is a solution.



  



  

And proxy servers are back

With NATTING off the table, proxy servers at 
hierarchical network boundaries, and a good SLIP 
avoidance program, significant security enhancements 
can be effected. Of course using private addresses 
make us feel better but we can talk further about that.  

Here's a site that describes how proxy servers help with 
built-in ACL 

https://www.youtube.com/watch?v=qRx_RkdvpS4



  



  

Where to from here?

● Multicast? 
● Unique Local Addresses?
● 6to4 (2002:[IPv4]::/48)
● Tunnel Brokers?
● THE INHERENT SECURITY OF OUR SYSTEMS

Remember, they all have a weak link: and it is us
● ??

Questions?

Thanks 
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