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Brief Intfro and level setfing

o Why do we care?¢

o Bare metal servers are big, best running many things

o VM

o Types of VM:

o Vmware vSphere

o Virtual Box

o Xen

o Hyper-V

o KVM
o Heavy Weight (time cpu memory)
o Guest runs overtop of host os/hypervisor
o Can be mixed, i.e. windows and Linux together
o Less sharing
o Fullisolation

App A

Bins/Libs

Guest OS

VM

App B App C

Bins/Libs Bins/Libs

Guest OS Guest OS

Hypervisor

Infrastructure




Brief Infro and level setting (Cont.)

o Containers

> More Shared—Host Kernel CONTAINER
o Namespaces et.al. to be “vm like”
o Types: App A App B App C
o LXC
o Docker
- Podman Bins/Libs Bins/Libs Bins/Libs
o Containerd (CNCF)

o Benefits:

Container Manager

o Light and fast (memory, startup, size)
o Native performance

o Process level isolation Host OS
o By default dockerd is running as root (rootless)

o Container repository Infrastructure
uctu
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AMAazon says...

“Docker is a software
platform that allows you to
build, test, and deploy
applications quickly. Docker
packages software into
standardized units called
containers that have
everything the software
needs to run including
libraries, system tools, code,
and runtime. Using Docker,
you can quickly deploy and
scale applications info any
environment and know your
code will run.”
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DRAWBACKS TO

DOCKER




Orchestration of multiple containers







Still jJust one machine—shitting of
the snowflake
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Thankfully this is a solved problem
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Docker-compose

Can create docker-compose.yaml files recipes for a full set of images

Cures orchestration challenge but you have to roll your own yam|

Easy—Yaml files
By default still on one machine

Apparently may be able to hit k8s as well
(I haven't tried this) (link)

) docker



https://www.docker.com/blog/simplifying-kubernetes-with-docker-compose-and-friends/

version: "3.8"

services:

proxy:
image: "caddy:alpine”

ports: . o n
IE— [ Dockerfile [[ 710 Bytes
- "443:443"
volumes:
- "$PUD/ProxyEtc/: fetc/caddy/" FROM mcr.microsoft.com/dotnet/sdk:5.8-alpine as build
networks: COPY api api
- proxy_net COPY sstfi-db sstfi-db

restart: always

COPY sstfidbpopulate sstfidbpopulate
WORKDIR api

registerdb-dev:

image: "postgres:alpine”

restart: always RUN dotnet clean
environment: RUN dotnet restore
- POSTGRES_PASSWORD)
- r RUN dotnet publish -c release -o fapp --no-restere --self-contained false
- POSTGRES D
volumes :
- registerdbdev-data:/var/lib/postgresql/data/ FROM mcr.microsoft.com/dotnet/sdk:5.8-alpine as build2
networks: COPY api api
- register_net . .
. L COPY sstfi-db sstfi-db
register-dev-api:
build: api-web/. COPY sstfidbpopulate sstfidbpopulate
networks: WORKDIR sstfidbpopulate

- register_net

RUN dotnet clean
volumes: RUN dotnet restore
- SPWD/:/scr/ RUN dotnet publish -c¢ release -o fdofirst --no-restore --self-contained false

register:

- proxy_net

build: register/web/.
networks:
- register_net
- proxy_net FROM mcr.microsoft.com/dotnet/aspnet:5.@-alpine
register-dev: WORKDIR /dofirst

build: register-dev/web/. . ) .
COPY --from=build2 /dofirst ./

networks:
- register_net WORKDIR /app
- proxy_net COPY --from=build /fapp ./
wpdev-db: . COPY do.sh
image: mysql:
volumes: RUN chmod +x do.sh
- dev-db_data:/var/lib/mysql ENTRYPOINT ["./do.sh"]

- .fuploads.ini:/usr/local/etc/php/conf.d/uploads.ini

restart: always

environment:

MYSQL_ROOT_PASSWORD :_

MYSOL DATABASE: wordoress




Docker Swarm

Extended mode of Docker
“Swarm” of docker hosts

Simple to setup, but less flexible
Shares docker command structure

You will eventually hit the wall, In my case
eventually code was going to be deployed
to k8s anyway so why not start there

Really not the direction that industry is going




Kubernetes

(e}

Abbreviated K8s (8 letters between k and s) -

Greek for helmsman

(e}

(o}

Originally from Google in 2014—Planet Scale

o

Think docker compose writ large

(o}

What it provides:

o Service Discovery

o Storage Orchestration
o Bin Packing

o Self Healing

o Secret Management

o Industry Standards




*Batteries not included



What it isn’t

(e}

Not a drop-in replacement for docker

(e}

No limits to what can run—Long running services, short batches

(o}

Does not auto deploy source code—CICD not included

No middleware, message bus et.al. but can run as yet another container

o

(o}

Really hard to setup by default (think linux from scratch) f’




Cloud

provider
API

Node

Node

Node

kubelet

APT server

Cloud controller
manager

{optional)

Controller
manager

efcd
(persistence store)

kubelet

kube-proxy

Scheduler

Control plane

Node




K8s terms

o Cluster—Nodes that containerized apps run on

o Conftrolle—Manage state (located in the conftrol plane) deployment controller daemonset namespace
conftroller and persistent volume conftroller

o Manifest—JSON or YAML that specifies desired state of K8s object, create modify delete things like pods
deployments and services

o Pod—Base k8s object, group (or one) of containers running on cluster
o Volume—Directory with data accessible by containers in pod
o Workload—Application running on k8s (Deployments, statefulsets, daemonsets, jobs, cronjobs)

o Kubectl—cmd line config tool create, inspect, update, delete




Confused yet?



Easier button

@)

O

@)

O
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Minikube

(https://minikube.sigs.k8s.i0/)
2 CPUs or more

2GB of free memory

20GB of free disk space

Infernet connection

x86
Binary download

url -LO https://storage.googleapis.com/minikube/releases/latest/minikube-1inux-amdés

install minikube-linux-amdéd fusr/local/bin/minikube

Debian package

curl -LO https://storage.googleapis.com/minikube/releases/latest/minikube_latest_amdéd.deb

sudo dpkg -i minikube latest amd&4.deb

RPM package

curl -LO https://storage.googleapis.com/minikube/releases/latest/minikube-latest.x86_64.rpm
m -ivh minikube-latest.x86_64.rpm

ARM
Binary download

1 -LO https://storage.googleapis.com/minikube/releases/latest/minikube-linux-armé4

o install minikube-linux-arm&d fusr/local/bin/minikube

Debian package

curl -LO https://storage.googleapis.com/minikube/releases/latest/minikube_latest_armé4.deb

udo dpkg -i minikube latest_armé4.deb
RPM package

irl -LO https://storage.poogleapis.com/minikube/releases/latest/minikube-latest.aarchéd . rpm
rpm -ivh minikubs-latest.aarchéd.rpm



Kubernetes, just the good parts (k3s)

o Kubernetes is huge and hard

o K3s stripped out the bad parts and is easier
o <40 mb binary

o Can run ARM

o Easy to set up!

curl -sfL https://get.k3s.io | sh -
# Check for Ready node,

takes maybe 30 seconds
k3s kubectl get node




Standarad
Disclaimer

Running random things off
the internet is inherently
risky... do so at your own
risk
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Settings

General

Resources

Docker Engine
Experimental Features

Kubernetes

Kubernetes
v1.19.3

Enable Kubernetes

tart a Kubernetes single-node cluster when starting Docker Desktop,

[ Deploy Docker Stacks to Kubernetes by default

Make Kubernetes the default orchestrator for "docker stack™ commands (changes "~/.docker/config.json”)

[0 show system containers (advanced)

Show Kubernetes internal containers when using Docker commands.

All stacks and Kubernetes resources will be deleted,

| know this is windows... but it is using wsl2

@® Docker running




Helm

o Tool for managing k8s packages called charts

o Concepts:
o Chart
o Config
o Release

o YOoU can:

o Create new charts from scratch

o Package charts into chart archives (tgz files)
o |Interact with chart repos

o Install/remove charts into k8s cluster

o Manage release cycles of charts

curl https://raw.githubusercontent.com/helm/helm/master/scripts/get-helm-3 | bash







